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@ test composite et rapport de vraisemblance

@ estimateur d'intervalle

© inversion d'une statistique de test

O ensemble d'acceptation et ensemble de confiance
@ inversion d'un test de rapport de vraisemblance

@ quantités pivot

plan



test du rapport de vraisemblance
formulation générale
ensemble de paramétres Q sous ensemble w C Q2 associé a Hp
hypothéses composites Hp : 0 € w vs. Hy : 0 € Q\ w
xe X

rapport de vraisemblance
L
Ax) = sup,, L(0]x)
supg L(0]x)

région de rejet (= ensemble critique C)
R =C={x|\(x) < k} 0<k<1
ensemble d'acceptation

A = {x|A\(x) > k} 0<k<1

[m] [ =
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test du rapport de vraisemblance

seuil d'acceptation k et probabilité «

® hypothéses composites Hy : § € w C Qvs. H; : 0 = Q\w

® |a constante 0 < k < 1 est choisie de telle sorte que

sup Po(A(x) < k) =«
few




® rapport de vraisemblance

test composite
Ho:9=90V5H1207590
L(0|Ho; x)
A=

maXg-£g, L(H, X)
® |e dénominateur est L(éMLE)
e <A<

® En prenant le logarithme de la vraisemblance, ceci conduit a

log L(6o| Ho: x) — log L(BmLe); x)
e Taille du test : la constante k est choisie telle que

a = sup Pp{\(X) < k}
few
avec w est I'ensemble des paramétres associés & Hp.
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Exemple
Xi,..., Xn iid ~ A (p,0%), p inconnu
® On observe la réalisation de n variables gaussiennes indépendantes
® On ne connait pas , mais  est connu.
® On aimerait un test Hp :

H1 .
probabilités individuelles.

C'est un test composite.
2

n 1
L(p) =T )

““k exp(—(x; — 1)?/(20?))

—

Comme les variables sont indépendantes, la probabilité jointe est le produit des
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Exemple

Maximum de vraisemblance pour Gaussiennes j et o incconus

2t

o) =T] &
i=1

Supposons que la variance ne soit pas connue également. On ne ne connait ni la

moyenne, ni la variance. Calculons I'estimateur de maximum de vraisemblance.

exp(—
V2ro P(
avec 0 > 0, —oo < p < 400.

O — 1)?/(20%))




1
I(p,0) = —nlogo — 202 Z(Xi - H)2

les conditions nécessaires pour &, [i sont

ol 1
@ = ;(ZX,—nu)éO

ol 1
% ;[Z(Xi—ﬂ)z—”ffz]éo

et aprés résolution on trouve les estimateurs de maximum de vraisemblance

Do Xi

=X

n
A 1 -
o - Z(x,- - x)?

=
Il



A premiére vue, il semblerait que la vraisemblance dépende de toutes les variables
individuelles x;. On va montrer que la vraisemblance dépend uniquement de deux

fonctions de celles-ci...
A e DB 2 -2
(xi—p)? = (xi—x+x—p)? = A7+ 8% 248

= (x,-—%f-h?— )2+2(Xi—>'<)(>'<—u)
S -2 = SR n(%— )2+ 2% — ) S (% - %)

et comme #% 3" x; on a
? -~

> (xi— %) :(Zx)— nx =0

S 06— 1P = 306 — %P+ (% — ) = 06> + n(ji — )’

de telle sorte que la vraisemblance s'écrit sous la forme

L(p,0) = 0 "exp (—ﬁ[ff2 + (A — M)2])

et donc
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Lorsque la variance o2 est connue, la vraisemblance devient alors

L) = e {5 (5 — 1)

ﬁ(i - M)}
Elle est maximale lorsque ji = X car alors L(2) =1 et

n . _
Au) = L(n) = exp { =55 (%~
et la statistique de la déviance prend la forme

M)z}
o 2
2|ogA=n(X_“) 2z
g

S _ V(X —p)

g

D =
avec

Exemple

variance o2 connue
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On peut maintenant déterminer la distribution de D

X~ N (n,0°/n)

Z~ . #(0,1)
comme D = Z2

D ~ x>
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On obtient une valeur de D observée, appelée d

n(x — 0
d:Zo2bs Zobs = \/—( p M)

Hi : i # po sera également la probabilité d'erreur de type |

a=NS =P(D = d)=P(|Z| = |zos|)
L'hypothése Hy est rejetée lorsque

X —
> k
a/v/n

On a justifié ce qui était dans I'énoncé de I'Exercice 5, Série 10 .

Exemple

Comme D = Z? on aura le niveau de signification qui dans le cas compositie

test pour Ho : ;t = po
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Exemple 2
variables distribuées ex onentlellement
H029:90VSH1:97590

M’f el
o X1, Xo, ..., Xy~ é"Xp()\)
® [ a moyenne est 6 et donc A=
fi(x) = =

9 et la distribution de X; est
Ae ™ = 1e75% avec x € [0; +o0[
A

Le (TR,
5 _5H

sup)r v‘:9 EX:)/A@,
8



 Le S

XA _ -Z )((.
supy %e‘(zxi)/)‘ = /?'
L a=22xi/0
_ 2

- — (in>neneZX,'/)\o
wmpe "\ "o

Le test est rejeté lorsque la condition suivante est vérifiee

e’ A
—77—’; 5/0(40/
C = {x| (—Z X") e” 210 < Ky

Ao
avec k choisi de telle sorte que

(o]
P{C} =«



estimateur d'intervalle

non nécessairement symétrique

Soit X1, Xo, ..., X, des variables aléatoires.
définition
Un estimateur d'intervalle d'un paramétre réel 0 est une paire de fonctions

L(x1,...,xn) et U(xi,...,xp) d'un échantillon x1, x2, ..., x, qui satisfait

L(xt,. .y xn) < U(X1,. .oy Xn), IX1,y o ooy Xn

Lorsque x1, ..., X, sont observé alors on peut faire I'inférence

0 € [L(x1,.. s %n); U(xa,y ... xn)]

fhl Hecenairemen/ 7»1[4'2' we par VYappo/ a
wh Ghmaltar ponclef 5-':, Lo

[m] [ =

15/32



estimateur d'intervalle

exemple

Soit X1, Xo, X3, X4 ~ JV(/,L, 1)

Un estimateur d'intervalle pour p est, par exemple,

[X —1; X +1]
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Ppue[X—1,X+1]) = PX—-1<pu<X+1)

u]
|
I
u
i

D0
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probabilité de couverture
définition

Comme l'intervalle dépend des échantillons, il peut ou non couvrir le paramétre 6
probabilité de couverture

définition

Py(0 € [L(x1,- - xn); U(
PO(“(X]-’ cee 7Xn) < 97 6'(
v
définition

coefficient de confiance

o xn)])
.y Xn) > 0)

ir;f Py(0 € [L(x1,- -, %n); U(x1,

ey Xn)]

ATTENTION : c'est l'intervalle qui est aléatoire, pas le paramétre 6! !
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estimateur d'intervalle — intervalle de confiance

® estimateur d'intervalle + coefficient de confiance = intervalle de confiance

® On a déja utilisé ce concept pour Z ~ A (u,0) et pour T de la distribution de
Student = intervalles symétriques.

® On peut utiliser de maniére équivalente "estimateur d'intervalle" et
de confiance"

"intervalle
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inversion d'un test normal
variables i.i.d. .

Soit X1, Xo, ..., X, des variables aléatoires identiquement distribuées et
indépendantes de loi .4/ (1, 0?)

® Ho:p=povs. Hi:p# o

a fixé

région de rejet {x|[X — po| > zo/20/+/n}
En partant de la région d'acceptation de Hy

A={x1,...,x,,

_ o _ a
X — Za/2ﬁ < po < X_Za/Zﬁ}
ona

— o —
P (X_Za/Zﬁ Spo S X+ 242

u:u0>:1—a

remarque importante

Cette équation est vraie quelle que soit la valeur de pi.
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inversion d'un test normal
cela conduit donc a ce que la proposition

o —
Py (X—Za/zﬁ Sp<X+2zh
soit vraie.

L'intervalle

[X = Za/20/ v/ X + 2020 /v/n]
obtenu en inversant la région d'acceptation de Hy d'un test de taille o s'appelle un
intervalle de confiance a 1 — « probabilité.



x|\
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inversion d'un test normal

e région de I'espace des échantillons X' d'acceptation du test Hy

A(po) = {(xl,..., )

g —
Ho — Za/zﬁ <

g
X < po + za/ZT}
plausible des

n
e intervalle de confiance, ensemble de I'espace des paramétres, ensemble

C(xl,...,x,,):{

g -
PIX = 2qp—= <

\/_ X

g
Za/zﬁ



vraisemblancconduit a

Exemple
variables i.i.d. exponentielles
On revient vers |'exemple 2 des variables exponentielles. Le rapport de

e Pour X fixé, I'ensemble d'acceptation s'écrit
&

a0 (52

x,/‘)> k- }
o

avec k choisit de telle sorte que P,

probabilité

® |nversion de |'ensemble d'acceptation conduit a l'intervalle de confiance a

C(x):{A‘(Z ) exp (- Zx,/)\)>k}

[m]

=
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Les échantillons x; apparaissent dans les expressions précédentes que sous la
forme > x;. Par la théoréme de factorisation c'est un statistique suffisante.

CO_xi)={ALO_x) <A< U x)}

les fonctions L et U sont déterminées bar I'ensemble d'acceptation A(\g) de
telle sorte qu'il soit associé & une probabilité 1 — a. De plus

(L(zgz,-)) exp(= 3 xi/L( ZX:)—( 2 )) exp(— Y _xi/UO_ xi))

® posons
P DX b2 > Xi
L(>-x) (> xi)
[ ]
a"e @ =p"e b
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Exemple 2
valeur particuliére n = 2

® cas particulier n =2
e o=0.1

D Xi~T(2,0) ) Xi/A~T(2,1)

1 1 X
- <A< — i = < =< =
P,\(QZX,_)\_bZX,> P(b_ - _a)

) IrlEgrakim
b
= ebb+1)—e(a+1)



Fe- Jre
Zfeuc_./e'c'
Ee b (-—e'b)




® 3 =548 et b=0.441

® on a




quantité pivot
définition
quantité pivot

Une variable aléatoire Q(X, ..., Xy, 6) est une quantité pivot si la distribution de
Q(Xi,...,Xn,0) est indépendante des paramétres.

Quel que soit I'ensemble A,
Po(Q(X1,...,Xn,0) € A)

ne peut pas dépendre des paramétres.

On cherche le pivot de telle sorte que

{0|Q(x1, - .., xn),0) € A}

est un ensemble estimateur du paramétre 6.

u]

|
I

u
i
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quantité pivot
exemple T ~ (n, \)

X1y, Xy iind. Exp(N)

e T =" X; est une statistique suffisante pour A
o T ~T(nA)
[ )

Q(T,A) ~T(nmA2/X\)=T(n,2)

ne dépend plus de et devient une quantié pivot de distribution

M(n,2) = X%Zn)



2 inconnu

® |e pivot

® g

quantité pivot

exemple A (u,0%)

X—p .
5/\/5 (n—l)

P (—a
° Yo,

gs/:/_,jga):P(—ang 1< a)

a =
e |'intervalle de confiance a 1 — « probabilité

tn—l,a/Z
{u

_ s
X_

n—1, a/27

S
X+ tn—l,a/ZW}

[m]

=



® on aimerait estimé
® pivot

quantité pivot

suite de I'exemple
°

(n—1)8? 2
T2 T X
. 2
P(aéwgb) :P(agx%n_l)Sb):]_—a

® on peut inverser cet ensemble pour obtenir un intervalle de confiance
{a

—1)s2 —1)e2
[(n—1)s e [(n—1)s }
b -~ a
® un choix possible de a et b

o2

a=Xmn-11-a/2 b=Xwm-1),a/2

=



quantité pivot

retour a I'exemple des distributions exponentielles
vraisemblance Hy

® on a obtenu un intervalle de confiance en inversant un test de rapport de

A=Xovs. Hi - A # X
® pivot avec
QTN =2l it
.
(agQ(T,A)gb):PA( <2

3 b)zP(agx%2n)<b)—1—a



e |'inversion de I'ensemble d'acceptation

A(A)z{taﬁ%Sb}
® conduit a I'ensemble de confiance
2t 2t
C(t) = {)\ 3§X%2n) < :} =1-«




